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Topical Outline

What is Autonomy? What are Autonomous Systems?

Three Pillars for Resilient Design and Operation of Autonomous Systems:
Prognostics and Health Management
Resilient Design and Operation

Risk Analysis and Risk Control






Fault Tolerant Control:
The Problem

Main Rotor Failure: S
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To provide answers to the following:
¢ Did a failure occur?

*» What failure(s) occurred?

*»What Is the impact of this failure on other (healthy)
system components?

|
0

OW can we restructure the system so that it remains
perational (even at a degraded mode)

0:0 H

ow can we reconfigure the controls so that the

system remains stable and maintains some level of
acceptable performance during the emergency?



Autonomous Control Level (ACL) Chart

Note: As ACL increases, capability includes, or replaces, items from lower levels

Level Descriptor Observe Orient Decide Act
Ferception / Situational Analysis/ Coordination Deciston Making Capahility
LWArENEss
10 Fully Autonomous Cognizant of all Coordinates as Capabl e of total Requires little guidance
within Battlespace necessary independence to do job
9 Battlespace Swarm Battl espace Strategic group goals Distributed tactical Group accomplishment
Cognizance inference — Intent of assigned. group planning. of strategic goal with no
selfand others {allies Individual determination supervisory assistance
and foes). Enemy Strategy of tactical goal.
Complex Intense . Individual task
environment — on-board inferred. plamning/execution,
tracking Choose tactical targets
8 Battl espace Proximity inference Strategic group goals Coordinated tactical | Group accomplishment
Cognizance — Intent of zelf and assigned group planning of strategic goal with
others (allies and foes). Enemy tactics inferred Indiwidual task planming / minimal supervisory
Reduced dependence ATR ExeCUton assistance
upon off-board data, Choosze targets of
opp ottty
7 Battl espace Short track Tactical group goals Individual task Group accomplishment
Knowledge awareness — History assigned. planning / execution oftactical goal with
and predictive Enemy Trajectory to meet goals minimal supervisory
 battlespace data in estimated. assistance
litnited range, timeframe
atid numbers,
6 Real -Time Multi- Ranged awareness Tactical group goals Coordinated trajectory | Group accomplishment
Vehicle Cooperation —Onboard sensing for assi gned planning and of tactical goal with
long rang, supplemented Enemy location sensed / execution to meet minimal supervizory
by off-hoard data . .
estimated goals assistance
— Group optitnization
5 Real -Time Multi- Sensed awareness Tactical group plan On-board trajectory | Group accomplishment
Wehicle Coordination | — Local sensorto detect assigned replanning of tactical plan as
others, fuzed with off- RT Health Diagnosis, Ability | — Optimize for current and externally assigned
board data to compensate for most predictive conditions Air collision avoidance
failures and flight conditions; Collision avoidance Possible dlose air space
Ahility to predict onset of separation for AAR,
failures (e.g. Prognostic formation in non-thread
Health Mgmt) Group conditions
diagniosis and resource
tnanagetm ent




Autonomous Control Level (ACL) Chart

Mote: As ACL increases, capability includes, or replaces, items from lower levels

Level Descriptor Observe Orient Decide Act
Ferception f Analysisf Coordination Decision Malking Capability
Sitnational Awareness
4 Fault / Event Adaptive Deliberate Tactical plan assigned On-board trajectory Self accomplishment
Vehicle Awareness Assigned Rules of replanning of tactical plan as
—Allies communicate Engagement — Ewent driver, externally assigned
data RT Health Diagnosis. ﬁfiﬂf Medium vehicle
AL | Db | depace separation
conditions — inner loop
changes reflected in outer
loop performance
3 Robust Response to Real- Health / Status Tactical plan assigned Evaluate status vs. Self accomplishment
Time Faults / Events history and RT Health Diagnostics required mission of tacti cal plan as
models Ability to compensate capabilities externally assigned
for most control failures Abort / RTB if
and flight conditions insufficient
2 Changeable Mission Health / Status RT Health diagnosis Execute Self accomplishment
SENSors Off-board replan preprogrammed or of tactical plan as
uploaded plansin externally assigned
response to mission
and health conditions
1 Execute Preplanned Preloaded mission | Pre/ Post Flight BIT Preprogrammed Wide airspace
Mission data Report status mission and abort separation
Flight Control and plans requirements
Navigation
Sensing
0 Remotely Piloted Vehicle Flight Control Telemetered data N/A Control by remote
sensing Remote pilot commands pilot
Nose camera




Autonomous Control Level Trend Geone )
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Autonomous Control Levels
Fully Autonomous Swams = 10

Group Strategic Goals = 9

UCAR ©

Distributed Control = 8
Group Tactical Goals = 7
Group Tactical Replan = 6 Q UCAV-N

Group Coordination = 5

Onboard Route Replan = 4

Adapt o Failures & Flight Condifions = 3

2 Global Hawk

Real Time Health/Diagnosis = & Predator

Remotely Guided =
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A system is called "autonomous” If:
It can monitor its own performance.

« It can detect, isolate and identify incipient failures of its
critical components.

It can predict the remaining useful life of failing
components.

It can take appropriate corrective action to safeguard its
Integrity for the duration of the emergency.



Design for Autonomy @@’%g%ﬁﬁi

Design for autonomy requires game changing technologies
that synergistically contribute to an iIntegrated integrity
management architecture that may reduce significantly the
operator engagement, while improving attributes of vehicle
safety, durability and reliability.



Basic Ingredients for “Design for Aut ? GEERT /\
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 Advanced System Design Concepts—Design for fault
Detection/Prediction, Fault Tolerance

« Sensing Strategies
« Modern Control Technologies
« A Hybrid Hardware/Software Framework

« “Smart” Cognitive Concepts-Learning and Adaptation
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Autonomy-The Constituent Technologies @%31\"@@@”
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Brief Remarks on:

Risk

Confidence

Uncertainty Management

Fault-Tolerant Control
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Autonomous Systems: Problems, Geargia /\
Challenges, Enablers Tech|
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s An Autonomous Vehicle Operator (AVO) at times, “he’s been more
overcome by the torrent of information pouring in during a drone flight
than he was in the cockpit”.

* Need: Improve Reliability, Availability, Safety

% The Defense Science Board: “issues including the need to build trust in
autonomous systems while also improving the trustworthiness of
autonomous capabilities”

s Enablers:
-Integrity Management/Prognostics
and Health Management

-Resilient design and operation

-Safety assurance/risk management
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Assured and Trusted Autonomy for Design and - |
Operation of Aerospace Systems T@%ﬁ@
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Assured and Trusted Autonomy
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\E & ﬂd @J
Unmanned Autonomous Systems Tech

(——

Assured autonomy enabled via:

 Integrity Management/Prognostics
and Health Management strategies

» Design for resilience and reliability, 1.e. endowing unmanned
systems with properties to withstand/accommodate severe
external/internal disturbances

«  Safety assurance and risk management

 Trusted autonomy - achieved via quantifiable metrics of

confidence, risk and trust consensus.
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« Design for autonomy requires game changing technologies
that synergistically contribute to an integrated integrity
management architecture that may reduce significantly the
operator engagement, a necessary requisite for
space/aerospace vehicles executing long-term missions,
while improving attributes of vehicle safety, durability and

reliability.
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Fundamental ingredients for autonomy @@%%/

[ —

Risk

Confidence

Uncertainty Management

Fault-Tolerant Control



Learning-Enabled Assured Autonomy @m
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 Assurance: Process of providing confidence in operation of autonomous vehicles in nominal aanb JI'* (|
nominal/hazardous conditions. i

«  Adaptation and Learning for Realizing Assured Reasoning
. Learning-enabled conversion of Data into Information and Knowledge
. Utilize new evidence to adapt system behavior leading to desired optimal performance

External stimuli . L
w - Threats - Safety Margin Estimation
Hazafd conditions - Risk Assessment, Evaluation,
- Environmental - Hazards and Management
hazards
- Fault/Failure

conditions

Learning

Autonomy

- Uncertainty Management

- Cognitive
Engineering/:Reasoning,
Learning, Adaptation

-  Dynamic Case Based
Reasoning/ The Smart

Knowledge Base

Decision-making

Asset Data
- Environmental Data
- Asset Health Data

Self-healing and Immunity
- Self-organization
- Control reconfiguration

information

Diagnosis
- Prognosis
- Fault Tolerance
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| DATA INFORMATION KI\IUVYLI:L)(;-I:
- Time series data . Features - Learning-
- Images . Patterns enabled
- Text/Observation : knowledge
- Motifs .
S - Discovery
A - Acquisition

« Knowledge about assured / trusted autonomy
 Feedback for learning-enabled knowledge enhancements



Autonomous Systems: Problems,
Challenges, Enablers Tech
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An Autonomous Vehicle Operator (AVO) at times, “he’s been more overcome
by the torrent of information pouring in during a drone flight than he was in the
cockpit”. .
40% of Class Air Mishaps Attributed to UAVs &

Need: Improve Reliability, Availability, Safety pz=m
y‘{j’.!.“' ‘t
X

Enablers:
-Integrity Management
-Resilience
-Safety
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« Develop new and innovative technologies to establish “assured and
trusted autonomy” even in the presence of extreme hazards/dangers
(internal/external).

« Assured autonomy is enabled via verifiable means to detect, identify
and predict the evolution of incipient vehicle failure modes, and take
action to mitigate the contingency; design for resilience and reliability,

« Trusted autonomy is achieved via quantifiable metrics of confidence,
risk and trust consensus. The Defense Science Board study focused on
“issues including the need to build trust in autonomous systems while
also improving the trustworthiness of autonomous capabilities”
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Assurance and Trustworthiness Geone ’\
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Assurance: the degree of confidence that the system
performs its assigned tasks with acceptable risk.

Assurance and risk are orthogonal, i.e. as assurance
Increases, risk decreases.

& e ap e
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Achieving significant gains in assured and trusted autonomy
and autonomous operation of critical unmanned assets will
require developing new and innovative technologies to
establish “assured and trusted autonomy” even in the presence
of extreme hazards/dangers. Through integrated system
health management, resilient design and operation of UAVs
and swarms of vehicles, adaptive vehicle control, and
safety/risk assessment and management technologies enabling
complex systems to operate across a range of functional
capabilities.
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Design of Self-Organizing, High
Confidence Systems
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* Resilience: Ability of a system to absorb disturbances (faults,
failures, shocks, wind gusts, etc.) without an adverse effect on the
system’s operational integrity; ability to predict failures and
proactively adapt (or recover) from possibly detrimental events.

« Objective: Determine optimum design parameters that lead to the
best system performance in terms of achieving maximum resilience

» Develop novel and fundamentally sound technologies into the
design, control and operation of complex aerospace systems.



Design for Resilience

NAE NAE
Requirements Disturbances

System
Architecture

Probabilistic
Measure of
Resilience

Healing




\E1=ein

&

Design of Self-Organizing, High Confidence ~..._ e |
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*  Current State and Goal:
— Complex systems are vulnerable to severe faults/failures and external hazards/dangers

— Expedient adjustment of system functionality in response to sudden (expected/unexpected)
changes in performance requirements

— Flexible adaptation to new mission profiles and/or incipient failure modes
*  Self-Organization:

— Overall system order arises from local interactions between parts of an initially disordered
system

— Spontaneous (no external control agent required)
— Decentralized, distributed over all components
«  Enablers:
— Data acquisition: MATLAB
— Modeling: physical, functional, nonlinear dynamic, graph-theoretic

— Policy design tools: self-organization strategy, requirements (constraints) definition, Markov
Decision Process, optimization methods (dynamic programming)

— Success criteria: performance function (time, energy, position), system stability



Disturbances

«Faults

« Environmental stress

Monitoring .
/Measurements Des Ign

System

Mission Profile

(go from A to B) - Hexapod
Control Law

- Guidance - Fault Diagnosis / - Resilience Metrics

Progniostics

- State Awareness » Self-Organization

= Mavigation = Success Criteria
« Dynamic Case Based

Reasoning




Design of Self-Organizing, High Confidence GEe
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Control Strategies

Human

v Accourtability

« Flight'Safety Training
+ Crew Bnafings

¢ Chackists

QOperaticns Airframe
* Risk Mitigahan Stratagias + Mairtanance Chacks
Er|||:| DEency F'|JL|:|_1un".. = Tesfing Prooedures
+ Scale Appropriaba Risk Mitigation

Hierarch of Controls
Eliminate the hazard
Reduce the hazard level
Provide safety devices
Frovide safety warnings
Frovide safety procedures

Envircnment
* l-||r¢|:| e Lo -.=rn|=-|1'-.

Wesaihes
+ Hazard .-l"-:l""rnnnl"

A g k2 D =t

UMIVEESITY Lirrurred
i Al
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We propose a graph spectral approach to calculate the
resilience of complex cyber physical systems based upon
the system topology, using eigenvalues of the system
adjacency and Laplacian matrices.

Non-linear dynamical system (NLDS) and epidemic
spreading models used to quantify both the immunity as
well as the self-healing properties of the system




Self-Organization Strategy
(Performance Assessment & Feedback)

Monitoring/ « Compensating

Measurement . - Assessment ) ..

: gt(a:ngwareness : e5|r|er;ce strics *  Success Criteria aCtlon IS Internal |y
generated and
applied

« Positive feedback
in hexapod joint

} rotational forces to

be explained later
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Safety Risk Management

« Safety requires effective
practices in managing risk
from

+« The Aircraft
« The Environment
« The Human

* Process
« |dentify hazards
» Risk Analysis and Assessment
« Controls for Risk
« Resldual Risk
« System Operation

UMIVEESITY  Ureunned
oiF At
CHELIFORMIE  Spiestalky
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 Reliable, autonomous approach to
designing a resilient system

Map Creation

- * No additional components needed (cost-
mgnm::r::::::mman Lwa.r;{:::;:r;l Ll e ffe Ct | Ve )

« Compared to trial & error methods:

Adaptation Step

el — Minimal search space for action through
R rrsman e et optimization routine (compared to high-

and Number of Trials dimensional search space)
— MDP map of policy computes the optimal

compensating action instantly (compared to
minutes of adaptation time)

€2 €3 C4 ¢5 C6 C1 cC3
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** Improved system resilience has been addressed in the
recent past via a number of methodologies (including
extensive work by this research team and others) on
fault accommodation or fault tolerant control and
adaptation, robust control, intelligent control, among
others.

¢ Electronics/Software — FPGAS, patterning, other



Safety Management Technologies

UAS Safety Management System

Salety Assurance
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The design for resilience methodology will have a
potential Impact on many critical areas such as
unmanned autonomous cyber physical systems,
Unmanned aerospace platforms, communication
networks and the emerging field of cyber security.
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A Cyber Physical System should be resilient to both hardware and software
faults/extreme disturbances.

Software strategies are required to make the system resilient to: (a) errors in
the code, (b) inaccurate or unpredictable context, (c) attacks from malicious
entities/sources — the security issue.

The first ones are addressed at the design stage via formal verification
tools/methods but malicious attacks may be severely endangering the
integrity of the venhicle.

We introduce an intelligent approach to the detection and identification of
malicious attacks based on a reasoning paradigm and detection, isolation and
identification tools/methods developed for fault/failure modes.



Reconfiguration Methodology - Overview ©=2r@s

Mission
definition

Benefit/Effort
definition

v

Test Platform

Architectural Model

Functional
Model

Structural
Model

Solid o
Model/CAD

v

Constraint
and cost
consideration

Possible
States

T

Markov
Modeling

!

Reconfigured
System




The Control Architecture

RUL Related
States

Tracking

'Performance Error

VS.

J = min [ [(x = x) 77 Q) (x - x*) + AuTRAu]dt

e The cost function:

e Subject to the constraints,

{Aumin < Au(t) < Aupax
Unpin < u(t) < Umax



Concluding Comments-Future Challenges

** Reconfigurable software- programming architectures

“ Combine hardware, control and software reconfiguration
strategies

*» Design for reconfigurability: the complexity paradigm

*» A confluence of tools/methods from large-scale system
theory, complexity theory, coordination and control, etc.
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« The epidemic threshold 7 is a measure showing if the
impact/disturbance will survive or die out over time and is

defined as /6 where f is the infection rate, and § is the
recovery rate

Question: How do we predict the epidemic threshold?

« The epidemic threshold of a star-topology (hexapod)

network can be expressed as \/ia where d is the degree (# of

connections) of the central (core) node.

A strategic approach to effective self-organization for
fault tolerance would be to predict the most crucial
Impact areas and start from there.

O ()=, P(Kk'|k)pp:(2).

k?



The Big Picture

Load (U)
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Control

*Decision Support
System/Human Action

*Reconfigurable Control

1) Choose U to Minimize a Cost Function: J=aFVaR + fMission

' Feature Data

v
ﬂerfainty Analysis \
+LPP, LPI, MD etc.

Risk Analysis
FVaR, Risk Index

I )

@ilure Prognosis \

P s o S

) L]
Py oy P A TF A

|

P
1
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*RUL Estimation, Just in Time Fuiah S

Prognostics ModuJ

h 4
m:ault Diagnosis \\

*Anomaly Detection, Fault
Detection

FAULT
DETECTED

........................

Q=
@iagnostics Modulej
Mission: The cost associated
with missing mission
objectives. This is mission
dependent and possibly
subjective.

2) This U is called U, The Uncertainty metrics provide a bound around U, where the
system operator may adjust U and still ensure system reliability and sub-optimal operating

conditions.



Understanding the Physics of Failure Mechanisms

sideband

il
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Various Systems

Ground Truth Fault Dimension

Optimum Feature Selection

Mapping of Features vs. Fault Dimension

Utility in Diagnosis / Prognosis

ch

Gegrgia
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Typical Feature Extraction Domains

© Ideal system’s sidebands |
> shifted-planet system ’s sidebands
Amplitude / A:qer:eoiy\ ‘ — E Pl Shif‘(ing
| bomeamg |l oo H
TP y— §
B E—— i
i i 2 Apparent Apparent  {  Apparent
pppppppp T 3 T /\ | T 1% 2l
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15t Harmonic 2nd Harmonic 3rd Harmonic
Feature Extraction (Frequency Domain)
Feature Extraction (Time Domain)
Cl Value
VMEP2 Non-RMC Ratio 100/93%
1.6 T T T
Feature values fori progressive crack growth
1.4 * O crack size of old PAX testing 7
* 3.4 in. crack size of old PAX testing
1.2~ -1
[<B}
>
—_— o
S
—osr ]
®)
0.6 - -1
0.4 - -1
0.2+ -
o 1 - 7 8
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Online Modules
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A Systems Engineering Approach to Integrity
Management

46



Testing, Modeling, and Reasoning Architecture — The
Enabling Technologies for CBM

CBMi * Prevent unscheduled

B ' maintenance

 Assist the
maintainer/manager in
making intelligent decisions
about the health status of
critical equipment/facilities
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Reasoning Architecture for Diagnosis-Prognosis




Particle Filtering Anomaly Detection Framework
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» The implementation Philosophy:

« Initially, noisy accelerometer measurements suggest
that the fault hypothesis (crack, for example) is rejected.
Confidence in fault being detected ~ 0-5%.

« A fault (crack) is initiated and its evolution is tracked via

a model.

Lk +1) = L(k) + C - (AK)* + w(k)

where:

L(k): Crack length at time instant &

C: Material related coefficient

AK: Stress variation due to load profile

w(k): white noise signal

0"

Estimated evolution of
[feature value, given x

-

(no-fault)

R A AN

A\ AN
vV oV

H,: x = 0 Rejected with Hy: x = 0 Rejected with

yﬁ%CmMmm i%%Cmme

Time (cycles)



Particle Filtering-FDI Framework

Detection Results: Type | Error = 5%

PF Detection Routine: GAG =1

4.5

50 100 150 200 250

Probability of Failure
1 r-'
0.5 /,v/

L~

0 .

50 100 150 200 250

X 10‘3 Type | Error = 5%. Type Il Error =100%

5 [
4
3 | B o B
2 1 | |
1 || ‘“mﬂ“.m%m“ﬂmmmmm || 1T
0 .
2.5 3 3.5 4 4.5

Fisher Discriminant Ratio =4.1877e-005



Particle Filtering FDI Framework

Detection Results: Type | Error = 5%

PF Detection Routine: GAG =25

4.5

50 100 150 200 250

Probability of Failure
1 r-'
0.5 /,v/
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0 .

50 100 150 200 250

X 10‘3 Type | Error = 5%. Type Il Error =100%
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2.5 3 3.5 4 4.5

Fisher Discriminant Ratio =0.00051884



Particle Filtering-FDI Framework

Detection Results: Type | Error = 5%

PF Detection Routine: GAG =90

4.5

50 100 150 200 250

Probability of Failure
1 r-'
0.5 /,v/
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0 .

50 100 150 200 250

X 10‘3 Type | Error = 5%. Type Il Error =99.411%
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Fisher Discriminant Ratio =0.004204




Particle Filtering-FDI Framework

Detection Results: Type | Error = 5%

PF Detection Routine: GAG =110
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50 100 150 200 250
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Particle Filtering-FDI Framework

Detection Results: Type | Error = 5%

PF Detection Routine: GAG =115
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Particle Filtering-FDI Framework

Detection Results: Type | Error = 5%

PF Detection Routine: GAG =145
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Particle Filtering-FDI Framework

Detection Results: Type | Error = 5%

PF Detection Routine: GAG =170
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4
3.5 M .
3 i
50 100 150 200 250
Probability of Failure
1 r-'

0.5 ’/
J

L~

0 .

50 100 150 200 250

X 10‘3 Type | Error = 5%. Type Il Error =26.6632%

5 r r
4
3 | B o B
2 Pt
: LLLUTLT “\H\\H\HHNN“\NHNN\NN\NHN\NHNNNNNHNN“N\N"N“NIINH I
0 i ‘ I H \
2.5 3 3.5 4 4.5

Fisher Discriminant Ratio =5.1617



Particle Filtering-FDI Framework

Detection Results: Type | Error = 5%

PF Detection Routine: GAG =205
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Particle Filtering-FDI Framework

Detection Results: Type | Error = 5%

PF Detection Routine: GAG =220
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Failure Prognosis VJ\ﬂTecﬁ i\

* Objective
— Estimation of Remaining Useful Life of a failing
component/system

— Determine time window over which optimal maintenance or
corrective action must be performed without compromising the
system’s operational integrity

* Prognosis vs. Trending

« Prediction in the presence of uncertainty

* Prognosis from “birth” or “usage-based” vs. “heatlt-based”
or, real-time prognosis

 The customer base:
— The maintainer
— The fleet commander/process manager
— The designer



Prognosis: A Model-based and Measurements Ceergia |
Approach Techjj

(—

Proposed Approach:

Utility of a fault model, a feature vs. fault dimension mapping
and a particle filtering framework (Bayesian estimation) for
long-term prediction



Particle Filtering Algorithm Geoner )

particles

Py | Vi )=

7 (o) = ZWé‘Lﬁ(xom—”é?ﬂ < Particle: Duple {w®,x{)} , being x(
Pl | Vi) oy a realization of process state pdf.
° ¢ Every particle is associated with an
) . scalar w® , namely the weight
@ « Sampled version of the PDF

o

0.05 |-,

o p(ym\ Oy px?x2) <+ We only need to study the propagation
SR of particles in time!

r+1|x

% Steps:
measuérement « Predict the “a priori” PDF, using the
Y;le:J.Ifngf('lxr) model

actualistate value
X [ X sxa~fiClxa) e Update parameters, given the new

! > Mmeasurement
t+1



Prognosis Architecture

. . Diagnosis Results: Diagnosis Results:
Loading Profile Feature - Crack Length Mapping

Vibration-based Feature

energy ratio

Mission

Profile €
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Featrs vaios
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K Model Parameter PROGNOSIS MODULE \ o
| Update 1 o
: Structure for Crack Progression : o » Evolution in Time of Model Parameter
Model - 1 ’
| (FASTRAN / Paris’ Equation / m Prognosis Block I —
1 ANSYS / Mc Fadden) " " : A4 12
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: dN AKinhcard (t) = finboard (Load (t)’ L(t)) : 8 08 "’k
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Particle Filter Prognosis Framework 0
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Crack Length Growth [in]

0.12

0.1

0.05

0.06

0.04

ooz

N ; ~ (i
P (ttf) = ZPr{FaiIure [ X < x(')}-wt(t'f) [
i=1 :

a0 100 120 140 160 180 200 220 240

Murmber of Cycles



On-board Experiment Geonei ]|
P Tech|

) |Online_GUI (=17
File Edit Wiew Insert Tools Desktop ‘Window Help £
GA Tech On-line FDI/Prognosis GUI | Stop |
(From 2006 PAX River Test Data) -

— Feature Extraction with De-Noising———————— ~FDI Results
&~ 1.8 . . ; o - .
g PF Detection Routine: Cycle# =110 Earliest FDI
SE16 ' '
s Prob. False Alarm: 1%
>
o 1.4 Prob. Detection: 80 %
25
§5 40 } .
e o Time of Detection:
1) H H
10 2 4 6 0.65 hrs
-6 : = Crack Length at Detection:
= Moisy Estimate
gE Filtered Estimate 0.85"
= & Crack Length [inches]
- O
E Bé‘ Crack Length Estimate: 95% Confidence:
o % 2.34" [2.23, 2.49]
- Sideband Ratio RelSX
10 : . Hours of Operation 40% l Fault! l l Fault! I
: Sensor:
£ 100% [ Faurtt | | Fauit |
4 PORTRING  ~
3 .
= Torque: ~Prognosis Results
g 40% v Expected TTF 95% Confidence
Update Thresholds ‘ {in cycles) Interval
0 * ;
0 2 4 Delta Feature Off  ~ Threshold #1: 4.5"  390.00 [355.00, 413.00]
Feature Value
Threshold #2: 6" 480.00 [453.00, 504.00]

® Sideband Ratio O RelSX O CVPL

Status: Finalize updating Feature Extraction frame on screen




iagTest(.Net Framework)

System Parameters

Diagnostic Model
Model Structure

Number of Particles: ck l:l
Resample Thieshold: m |1-':'45‘i | lambda: ‘0-995 ‘ mu2: ‘0 ‘ 5ig2: |0-1414 | sig:

Feature: (IMPACT/SPALL -

System Outputs

Type | Error:

Process Model Parameters Process Model Noise Observation Noise

[o0091451| ks: 26585 mul: [0 | sigl: [0t | mu:

.NET Component
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Diagnostic Results Prognostic Results
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Risk and Confidence



Fault Value at Risk (FVaR)

Fault Dimension —

PDF of predicted fault
dimension at time = t
rhreshold | ..l Sm e .
o) \ J@ij | "
2 FVaR: o=0.95 fh"ﬁ
£ 4 FVaR: a=0.80
D:N
(]
T
L FVaR,
FVaR,
Time —
1:prognosis 1:1 1:2



An Example: Clzergha |
P Techi

Consider an a/c component fault

The system has 12 hr FVaR of fault dimension at 95%
confidence level means:
We are 95% confident that a change in the fault
dimension (damage) in 12 hrs will not result in an
Increase of 10 units in the fault dimension.
Or:
There is a 5% confidence level that damage will
Increase by 10 units or more in 12 hrs.



Risk Control Clacrgia

(—

« Change risk profile through proactive maintenance and
upgrade

 Take corrective action with acceptable risk

Quantify risk and uncertainty

Essential link between failure prognosis and reconfigurable
control

/\

\
|



Confidence: Necessary ingredient for action K”J\“%ﬁlg;é%ﬁ% |

(—

FVaR (t future t prognosis)

a = _f p(X )ax,

a. degree of confidence specified by the user

Y,

t future prognosis future

Failure Imminent

I—Iim

-

e,

n

&

S

a Lo

> L, . Initialize Long | |

3 | | | S ! |
] : | Term Prediction .

tU 1:detect tprogncsis 1:missicm tRUL

FVaR predicted from time t;,,nosis
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Uncertainty Representation
and Management
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Sources of uncertainty — the uncertainty tree Tech |}

(—

A graphical depiction of the variable dependence iIn
uncertainty analysis.

« Technique suitable for combining multiple sources of
uncertainty for a single variable.

« Useful also for design of experiments.

« Atool for relating uncertainties: root-sum-square.

RUL
.
I . 1
| Model | Load Meagf:;ar; b
‘ Flighthode ’ ‘ Altitude ’ ‘ Efg(i)fr?cr;lj?oenn;a|
Flight Regime Altimeter
| | |

Sensors/ ’
Measurements
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Caergia &\

Fault — Tolerant Control

( Fault Mitigation, Fault Accommodation,
Reconfigurable Control)

The Caveat: With Prognostic Information

The Link between PHM and Control

Georgia Institute of Technology Proprietary
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GeoensT—

We have 1 GAL left in the tank

THE NEAREST STATION IS
30 MI AWAY!!

Vehicle MPG VS MPH

50

¢y 40

2 30 SN
20
10

10 20 30 40 50 60 70
Can We Make It To The Gas MPH

Station?



Motivation
Previous and Current Initiatives

Timeline
1980's 1990s 2000s Present Future

* Prognostic Center of
Excellence

* Integrated Flight Deck
Project

-

AR Integrated Resilient LA : .
Military fixed wing NASA Aviation Aircraft Control Alrc_raft Aging Durability
aircraft programs Safety Program > < Project

 Fundamental Aeronautics

« Exploration Systems
Mission Directorate

« Joint Army Navy NASA

Integrated Vehicle \_ Air Force Initiative
Health Management




The Control Architecture Geonei— |

\
_ « System level
%" - Monitors mission objectives
Vehicle « Mission adaptation (eg. path replanning)
/
\
e Sub-system level
« Redistributes control authority
Control Surface Actuators Ensures vehicle stability Y
/ \ / \
\ 4 \ 4 \
j P \ j P X « Component level
e e
P > @ . Reconfigures set-points
Brushless-DC Motors * Ensures minimum performance




Motivation (@

CIRE ﬁ;:\ W
0 Sl
Previous and Current Initiatives Teah
Imeline
1980's 1990s 2000s Present Future
)
[E———
ter of
« Improve safety and reliability Seck
— Early fault detection
_ o Irability
— Failure prediction
— Fault mitigation ronautics
ems
* Reduce maintenance costs bte
« Reduce system down-time )eNASA

-

Health Management



The Control Architecture

Introduction

(—

— The Big Question —

 How is RUL related to performance?
 How can performance be reduced?
 What are the factors?

— Application

— Operating conditions

Geonc—)

VS.

Architecture
Dependent

|

n
|

|



The Control Architecture Pecrcia |
Reconfigurable Control Architecture Teck “

Set-Points Adjusted by Controller to

Influence Plant States -d Physical
Prognostics / Diagnostics frorm = weror

System Measurements eCtly by the Process (Plant)

—

supervisor



The Control Architecture Czerga &

Optimization Criteria for MPC Tech|j
(—— —;’
! -&
1 RUL Related'& Tracking
Health *Performance States . Error

VS.

] = mm ft°+T [(x —x*)T(pQ)(x — x*) + Au'RAu]dt
. SubJect to the constraints,

{Aumin < Au(t) < Aupyax
Umin < u(t) < Umax




Stability and Uncertainty Analysis Ceargia |
Composite System Tech

Composite system — Plant coupled with MPC controller

E  E e




Stability and Uncertainty Analysis Caerga

T

Measurements Tech j}
PoF
t
<— tRUL(1b)— )I
€<— L(RUL(ub : -
= j tEUL(lb)
< L— TRUL(ub) >
- Y,
AtruL(p)
The resulting RUL gained after The confidence interval width of the
reconfiguration, reconfigured RUL,
Atpurpy 2 truL(p) — tRULD) €RUL 2 LRUL(ub) — LRUL(D)




Example Application
Elec!ro-Mechanical Actuator

//‘ "‘f)

Fault Mode
Winding Insulation

System
X38 Crew Re-entry Vehicle

Sub-System A
Electro-Mechanical Actuator (EMA) & =

Component
Brushless DC Motor



Example Application
Reconfiguration Feasibility

» Consider worstcase: p » 1,Q = diag([10000])andR = 1.
e Deterministic with no external load (v = 0).
e Simulated case: p = 5andn = 0.19 (implies feasibility)

Position Response Motor Current vs. Time
100 10

—— Reconfigured Response —— Original
80 8 —/ﬁtﬁh‘g{red

60
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Example Application

Non-Linear System / Demonstrate Feasibility

File Edit Yiew Simulation Format Tools Help

-0

Set-Point Adj. [deg]

Current [A]

o
[0
S,
o]
O
o
S
S |
e
=~
oD
2
o
<

X-38 Electromechanical Actuator

egB ,LRE ABRE

%

“Ldouble (51

- B[]

Y

Set-Point Adj. [deg]

Actuator Pos [deg]

gl L rLE d&EE

Current [A]
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How to Measure “Success” @@%ﬁ@ﬂﬁ

|
|

=

 Software-in-the-loop simulation of all constituent modules of
the prognostics-enhanced reconfigurable control strategy.

« Hardware-in-the-loop simulation/demonstration
« Testbed demonstration

« TRL-moving up!

« Other



- - AN NSRS )j\
| ooking into the Crystal Ball Geonci g
J y Techi

=

« Key Iintegration issues: The Human-Automation
Interface; from reliability to control and design

* Emphasis on Design for Autonomy

« Synergy between the PHM designer, the system
designer and the control engineer

« High-Confidence Systems!

« More Success Stories: Convincing the non-
believers



